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Prediction of Breeding Values for Single Traits Using the Selection Index Method

The selection index method can also be used to predict breeding values for a single trait. This can be achieved
by setting the aggregate genotype H to the true breeding value a of the single trait. When H contains just
one trait, then the economic value w is set to 1. The index I is defined as

I = bT y∗

The vector b of index weights is computed according to the general formula

b = P−1Gw with w = 1→ b = P−1G (1)

where P is the variance-covariance matrix between all traits in the index and G corresponds to the covariance
matrix between the traits in the aggregate genotype and the traits in the index. Depending on what type of
information sources are used to predict the breeding value, the matrices P and G have a different structure.

Own Performance

Assuming that the only information available to be considered in the index I is an own performance phenotypic
observation of the same trait that is in the aggregate genotype. The matrix P corresponds to the phenotypic
variance σ2

p and because we have the same trait in I as we have in H, the matrix G corresponds to the
additive genetic variance σ2

a. Then

b = P−1G = σ2
a

σ2
p

= h2

Hence

âi = I = b ∗ y∗ = h2(y − µ)

assuming y∗ to be the observation corrected for the population mean. The predicted breeding value for a
trait which is the same as in the aggregate genotype using the selection method is the same as we found
using the regression method.
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Problem 1: Repeated Measurements

Verify that the predicted breeding value based on repeated phenotypic observations using the selection index
gives the same result as with the regression method. You can use the same data as in Problem 2 of Exercise
4 which is shown once again in Table 1. In addition to the data in Table 1, the following parameters are
assumed.

• The heritability (h2 = 0.45)
• The population mean for the repeated observations of the weight is 170 kg
• The repeatability of the weight measurements is t = 0.65.
• The phenotypic standard deviation is σp = 90.06.

Table 1: Repeated Weight Measurements

Measurement Weight
1 52
2 82
3 112
4 141
5 171
6 201
7 231
8 260
9 290
10 320

Solution

The predicted breeding values using the regression method (see Solution 4, Problem 2) is computed as

âi = nh2

1 + (n− 1)t (ȳi − µ) = 10 ∗ 0.45
1 + (9 ∗ 0.65)(186− 170) = 10.51

The predicted breeding value âi using the selection index I corresponds to

âi = I = b ∗ ȳ∗ = b ∗ (ȳ − µ) (2)

The vector b of index weights is computed according to equation (1). We first have to determine the matrices
P and G.

P = var(ȳ) = 1 + (n− 1)t
n

∗ σ2
y

G = cov(a, ȳ) = σ2
a

Using the results for P and G, we get

b = P−1G = nσ2
a

(1 + (n− 1)t)σ2
y

= nh2

1 + (n− 1)t

Inserting the result of b into (2) leads to
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âi = I = b ∗ (ȳ − µ)

= nh2

1 + (n− 1)t ∗ (ȳ − µ)

= 10 ∗ 0.45
1 + (9 ∗ 0.65)(186− 170)

= 10.51

This result confirms that the predicted breeding values of both the regression method and the selection index
are identical.

Combining Information From Different Sources

In a next step, we want to combine information from different sources to predict the breeding value of a
single animal. We assume that a selection candidate has two full-sibs and four half-sibs on a testing station.
This is a situation that is quite common in pig breeding. The following diagram shows all animals and their
relationships among eachother.

Our selection candidate does not yet have an own performance record. Our goal is to combine the average
phenotypic performance ȳF S of the two full sibs as one source of information and the average phenotypic
performance ȳHS of the four half sibs as the second source of information. These information are used to
predict the breeding value for our selection candidate i using the selection index. For this we have to compute
the vector b of index weights. This requires to setup the matrices P and G.
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The matrix P has the following structure

P =
[
var(ȳF S) cov(ȳF S , ȳHS)
cov(ȳF S , ȳHS) var(ȳHS)

]
The phenotypic variance of the average performance of full-sibs is already known as

var(ȳF S) = 1 + (nF S − 1)h2/2
nF S

∗ σ2
y

To compute var(ȳHS), the same formula can be used as for var(ȳF S) because the four half-sibs to the selection
candidate are also full-sibs to each other.

var(ȳHS) = 1 + (nHS − 1)h2/2
nHS

∗ σ2
y

For the covariance, we best look at how ȳF S and ȳHS can be decomposed.

ȳF S = y4 + y5

2 = 1
2

(
µ+ 1

2a1 + 1
2a2 +m4 + e4 + µ+ 1

2a1 + 1
2a2 +m5 + e5

)
= µ+ 1

2a1 + 1
2a2 + 1

2m4 + 1
2m5 + 1

2e4 + 1
2e5

Similarly for ȳHS

ȳHS = 1
4

9∑
j=6

yj = 1
4

9∑
j=6

(
µ+ 1

2a1 + 1
2a3 +mj + ej

)

= µ+ 1
2a1 + 1

2a3 + 1
4

9∑
j=6

mj + 1
4

9∑
j=6

ej

The results of the decompositions of ȳF S and ȳHS can be used. At this point we assume that there is no
relationship between parents 1, 2 and 3 and the covariances between all the aj , mj and ej terms are all 0.
Hence we can write

cov(ȳF S , ȳHS) = cov(µ+ 1
2a1 + 1

2a2 + 1
2m4 + 1

2m5 + 1
2e4 + 1

2e5, µ+ 1
2a1 + 1

2a3 + 1
4

9∑
j=6

mj + 1
4

9∑
j=6

ej)

= cov(1
2a1,

1
2a1) = 1

4σ
2
a = 1

4h
2σ2

y (3)

Now the matrix P is completely determined as

P =
[

1+(nF S−1)h2/2
nF S

∗ σ2
y

1
4h

2σ2
y

1
4h

2σ2
y

1+(nHS−1)h2/2
nHS

∗ σ2
y

]

The matrix G contains the genetic covariance between the true breeding value ai of selection candidate i and
the information sources. Hence we can write,
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G =
[
cov(ai, ȳF S)
cov(ai, ȳHS)

]
For the single component, we can use the above decompositions of ȳF S and ȳHS and the decomposition of ai

ai = 1
2a1 + 1

2a2 +mi

Hence

cov(ai, ȳF S) = cov(1
2a1 + 1

2a2 +mi, µ+ 1
2a1 + 1

2a2 + 1
2m4 + 1

2m5 + 1
2e4 + 1

2e5)

= cov(1
2a1 + 1

2a2,
1
2a1 + 1

2a2

= cov(1
2(a1 + a2), 1

2(a1 + a2))

= 1
4cov((a1 + a2), (a1 + a2))

= 1
4(cov(a1, a1) + cov(a2, a2))

= 1
4(σ2

a + σ2
a)

= 1
2σ

2
a

Similarly

cov(ai, ȳHS) = cov(1
2a1 + 1

2a2 +mi, µ+ 1
2a1 + 1

2a3 + 1
4

9∑
j=6

mj + 1
4

9∑
j=6

ej)

= cov(1
2a1 + 1

2a2,
1
2a1 + 1

2a3)

= cov(1
2a1,

1
2a1)

= 1
4σ

2
a

Together, we get the matrix G to be

G =
[
cov(ai, ȳF S)
cov(ai, ȳHS)

]
=
[ 1

2σ
2
a

1
4σ

2
a

]
=
[ 1

2h
2σ2

y
1
4h

2σ2
y

]
Now we have all the components ready to set up the selection index normal equations as

P ∗ b = G

Inserting the above components leads to

[
1+(nF S−1)h2/2

nF S
∗ σ2

y
1
4h

2σ2
y

1
4h

2σ2
y

1+(nHS−1)h2/2
nHS

∗ σ2
y

]
∗
[
b1
b2

]
=
[ 1

2h
2σ2

y
1
4h

2σ2
y

]
(4)
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Because both sides of (4) contain σ2
y as a common factor, both sides can be divided by σ2

y leading to the
following simpler form of the normal equations.

[
1+(nF S−1)h2/2

nF S

1
4h

2

1
4h

2 1+(nHS−1)h2/2
nHS

]
∗
[
b1
b2

]
=
[ 1

2h
2

1
4h

2

]
(5)

Problem 2: Compute Vector b of Index Weights and Predict Breeding Value

Take the above derived index equation with the information from half-sibs and full-sibs from our selection
candidate. Use the numeric values from Table 2 to solve for the vector b and to predict the breeding value
of selection candidate i. We assume that our selection candidate i has animals 1 and 2 as parents. The
heritability is assumed to be h2 = 0.36 and the phenotypic standard deviation corresponds to σy = 31.8. The
population mean µ is assumed to be 250.4.

Table 2: Phenotypic Measurements for Full-Sibs and Half-Sibs

Measurement Sire Dam Weigth
1 1 2 270.10
2 1 2 263.52
3 1 3 221.49
4 1 3 280.41
5 1 3 215.75
6 1 3 292.45

Solution

The vector b of index weights are computed from the index normal equations given in (4). We start by
inserting the numbers into the matrices P and G and then solve for b.

P =
[

1+(nF S−1)h2/2
nF S

1
4h

2

1
4h

2 1+(nHS−1)h2/2
nHS

]

=
[

1+(2−1)∗0.36/2
2

1
4 0.36

1
4 0.36 1+(4−1)∗0.36/2

4

]

=
[

0.59 0.09
0.09 0.385

]

The matrix G

G =
[ 1

2h
2

1
4h

2

]
=
[ 1

2 ∗ 0.36
1
4 ∗ 0.36

]
=
[

0.18
0.09

]

The vector b can be computed as
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b = P−1 ∗G

=
[

0.59 0.09
0.09 0.385

]−1
∗
[

0.18
0.09

]
=
[

0.2793883
0.1684547

]

The predicted breeding value âi corresponds to the index I which is computed as

âi = I = bT ∗ y∗

where y∗ corresponds to the information sources (ȳF S and ȳHS) corrected for the population mean µ. With
that the vector y∗ can be written as

y∗ =
[
ȳF S − µ
ȳHS − µ

]
=
[

266.81− 250.4
252.525− 250.4

]
=
[

16.41
2.125

]
Together with the vector b, we get

âi = I = bT ∗ y∗ =
[

0.2793883
0.1684547

]T

∗
[

16.41
2.125

]
= 4.94
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