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Why Model Selection

▶ Start with results of Problem 1 of Exercise 4
▶ Two models with variables that show a significant effect

▶ Why not combining them to get an even better model?



Full Model

▶ All variables included

Check pairs plot
for dependencies 
among variables



Best Model

▶ Including all variables does not always lead to the best model
▶ Best model aims at explaining a maximum of variation in

responses
▶ Measured by

R2 = ||ŷ − ȳ ||2

||y − ȳ ||2

R2
adj = 1 − (1 − R2) n − 1

n − p − 1



Finding the Best Model

▶ Full search over all possible combinations of predictors is too
expensive

▶ Use practical approximations
▶ Forward selection
▶ Backward elimination



Alternative Model Selection Criteria

▶ Mallows Cp Statistic

Cp(M) = SSE (M)
σ̂2 − n + 2|M|

▶ Akaike Information Criterion (AIC)
▶ Bayes Information Criterion (BIC)



Forward Selection

1. Start with the smallest model M0
2. Include the predictor variable which reduces the residual sum of

squares the most.
3. Continue with step 2 until all predictor variables have been

chosen
4. Choose the model with the smallest Cp value.



Backward Elimination

1. Start with the full model
2. Exclude the predictor variable increases the residual sum of

squares the least.
3. Continue with step 2 until all predictor values have been deleted
4. Choose the model which has the smallest Cp value.



Example

▶ In R use:
▶ package olsrr - no spaces in variable names
▶ function MASS::stepAIC()


