


Recap	2023-04-24:

So	far:	Fixed	linear	effect	models	(FLEM)
*	FLEM	are	called	fixed,	because	apart	from	the	random	residual	effect,	they	only	contain,	so-called	fixed	effects
*	In	statistical	modelling	(Frequentist	way),	there	are	two	type	of	effects

1.	fixed	effects
2.	random	effects

Body	weight	of	animal	i
as	response

Predictor	Breast	circumference

Intercept

Breast	Circumference

fixed	effects,	that	means	in	the	model,	we	are	not	assuming	that
they	show	any	variation.

Random	residuals:	Properties:	
Follow	a	certain	distribution	with	a	given
expected	value	and	a	given	variance

Concept	of	infinite
sampling	

fixed	effects:	
*	Mostly	interested	in	the	effect	size,	

Random	effects
*	Mostly	interested	in
variation

Side	Note	(not	relevant	for	exam)

Bayesian	Way	of	Statistical	Modelling
*	no	separation	between	fixed	and	random	effects
*	separation	of	variables	into	"known"	and	"unknown"	quantitties,	e.g.	Body	Weight	and	Breast	Circumference,	they	are	all	known,	and
intercept	and	regression	slope	are	unknown
*	all	variables	are	assumed	to	follow	a	certain	distribution...
*	Estimation	principle	for	unkown	quantities	is	based	on	the	posterior	density	of	the	unknowns	given	the	knowns





Repeated	observations	for	the	same	animal	are
more	alike	than	observations	for	different	animals



Animal	2







Analysis	of	Variance

*	rather	"old"	or	"established"	type	of	statistical	analysis
*	focus	on	variability,	more	specifically	which	model	components	can	explain	what	percentage
of	variability	of	the	data.

aov()	function	in	R	that	computes	ANOVA
















