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Predictors

random	residuals

Repeated	Observations
*	Body	weight	and	Breast	Circumference	measured	multiple	times
for	the	same	animal.



Ordinary	Least	Squares	where	where	estimates	of	fixed	effects	were	determined	by	the
minimization	of	least	squares	objective	of	having	a	minimum	of	the	sum	of	the	squared
residuals.	

Estimable	functions		providing	estimates

With	a	more	general	structure	in	the	variance-covariance	matrix,	e.g.	in	repeated
observations,	ordinary	least	squares	cannot	be	directly

For	positive	definite	matrices	like	V	or	U,	the	cholesky	factorization	can	be	applied



Transformation	of	observations	with	the	inverse	of	R

Left-multiply	both	sides	with
inverse	of	R

ordinary	least
squares



Solutions	for	the	transformed	model

Generalized	Least	Squares
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no
observations
for	sires





The	previous	two	example	datasets	contain	both	the	sire	effect	which	influences
the	structure	of	the	variance-covariance	matrix	of	the	responses

==>	Include	these	effects	into	the	model	such	that	the	variance-covariance
structure	is	appropriately	considered.

In	contrast	to	the	repeated	observations	model,	we	have	to	include	sire	as	an
additional	effect	into	the	model.	This	sire	effect	will	be	a	"random"	effect,	because
only	with	random	effects,	we	explicitly	specify	the	variance-covariance	structure
that	these	effect	should	have.

==>	The	consequence	of	including	a	random	effect	into	a	linear	model	makes	the
resulting	model	now	a	so-called	Mixed	Linear	Effects	Model	(=mixed	models)
(MLEM).	

Fixed	linear	effects	model

Vector	of	random	effects





Probability	of	sharing	two	alleles	identical
by	descent	at	any	given	location	in	the
genome.






























