
Aim:	Predict	genomic	breeding	values
>	Problems	with	least	squares	estimatimation	in	fixed	linear	effect	models
>	GBLUP	with	mixed	linear	effect	models
>	LASSO
>	Further	approach:	Use	Estimation	techniques	from	Bayesian	Statistics



Frequentists
Bayes measure	of

uncertainty

for	us:	marker	effects	or	genomic	breeding	values



ML:	maximum	likelihood
REML:	restricted	ML MCMC:	Markov	Chain	Monte	Carlo



Example:	Regression,	with	BW	and	BC

Frequentist:
Modell:	y	=	Xb	+	e,	with	b	and	e
unknown
Data:	

Bayesian	Analysis

Assumption	for	first	analysis





Aim	of	Bayesian	Analysis:	Estimates	of	unknows	given	the	observed
realisations	of	the	knowns	(data	set)

intercept

slope

posterior	probability
of	the	unknowns
given	the	knowns

joint	density	of	beta	and	y

marginal	density	of	y

likelihood

proportional	to

posterior	density	of	the	unknowns	given	the	knows	is	proportional	to	the	likelihood	times	the	prior



measure	of	uncertainty	related	to	the	unknowns	is
quantified	by	the	the	prior	density	of	the	unknowns.
Our	regression	f(\beta)

before	observing	y



make	a	quantitative	statement	of	the	uncertainty	of
the	unknowns	after	observing	y

For	the	two	unknowns	(slope	and	intercept),	we	get	two	full	conditional	distributions:
1.	f(\beta_0	|	\beta_1,	y)
2.	f(\beta_1	|	\beta_0,	y)

random	numbers	from	1.	

random	numbers	from	2.	

pool	all	random	numbers
which	result	in	a	random
sample	of	the	posterior
distribution	



the	posterior	density	depends	on	two	components
1.	prior
2.	likelihood

specify

no	prior	information





slope

intercepts

density	f

random

starting	point





How	to	get	to	random	numbers	and	how	are	\beta_0	and	\beta_1	defined	
for	the	full	conditional	distribution



Starting	point:	


