
Context:	Assume	that	we	are	working	for	a	breeding	organisation.	We	want	to	develop	a	new	breeding	program	or
improve	an	existing	breeding	program.	We	are	interested	in	including	a	new	trait	in	our	breeding	goal.	The
question	is	"what	are	the	necessary	steps	to	be	able	to	include	a	new	trait	in	an	existing	breeding	goal".	
Examples	for	such	new	traits:	Mastitis	resistence	(dairy	cattle),	fat	coverage	(beef	cattle),	more	new	traits	in	the
future:	Ketosis	resistence,	(dairy	cattle),	feed	efficiency	(dairy	cattle),	...



group	of	animals	that	undergo	a	certain	treatment

Note:	no	possibility	to	make	a
quantitative	statement,	how	big	is	a
difference	and	is	it	relevant?	





Object,	falling	from	a	hight	h

account	for	the	different	sources	of	variation	that
might	occur



Stochastic	systems	can	be	quantified	by	statistical	models

observations	or	measurements	of	a	trait	from	animals

other	characteristics	or	properties	from	animals
(age,	sex,	herd,	season,	breed,	...)

source	of	uncertainty



x1:	age
predictor	variables: x2:	breed

Observation	y

predictor	variables
x



What	should	we	choose	for	m(x)	to	transform	the	predictors	x?

a*xb*x^2

exp(x)

The	answer	to	the	question	what	is	a	good	choice	for	m(x)	depends	on	the	problem	and	the
nature	of	the	data.	

In	genetic	evaluation:	the	basic	model	from	quantitative	genetics	tells	that	an	phenotype	is
influenced	by	very	many	different	genes	and	for	the	genetic	evaluation	(prediction	breeding
values)	only	the	additive	effects	of	a	gene	are	relevant.	==>	the	linear	function	suits	our	problems
in	an	optimal	way.



dataset	contains	all
available
information

animals





additional	predictor

If	M1	is	better	than	M2	==>	RandPred	is	not
relevant













for	a	regression	model:	slope	b



dataset

From	the	k	available	predictors,	we	select	q	(q	<	k)

Optimality	criterion

prediction	from	q	predictor
variables



including	all	k	predictors,	converge	to
0



Bias

number	of
predictors

number	of	
predictors

var(si)



We	do	not	know	the	true	model	(m(x))	==>	MSE	cannot	be	computed
exactly.	But	we	want	to	estimate	it	from	the	data.

the	number	of	predictors	included
in	the	model	(q)

number	of	observations	in	the	dataset
optimal	model	means
that	Mallow	Cp	statistic
is	as	small	as	possible





empty	model,	model	with	just	an	intercept

For	k	predictor	variables:	



Full	model:	containing	all	k	predictors





When	comparing	two	models,	so	far,	we	have	used	Mallow	Cp

AIC:	Akaike	Information	Criterion
BIC:	Bayes	Information	Criterion


