


Context

*	Breeding	organisation	wants	to	include	a	new	trait	into	an	aggregate	genotype	(breeding
goal),	alternatively	want	to	start	a	new	breeding	goal
*	Last	week:	Model	selection
*	Assume:	Genetic	evaluation	is	done	with	a	mixed	linear	effect	model:	

y	=	Xb	+	Zu	+	e

Model	selection	determines	which	are	relevant	fixed	effects	(b)	in	our	model.	The	reduction
of	the	number	of	fixed	effects	to	the	relevant	set	of	fixed	effects	is	nessesary	to	avoid	the
bias-variance	trade-off.

*	Variance	components	estimation,	is	the	topic	that	tells	us	how	to	estimate	variance
components,	and	these	are	included	in	the	variance-covariance	matrices	of	the	random
effects	

var(u)	,	var(e)
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generation
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parents	are	selected	from	a	pool	of	selection
candidates,	if	their	genetic	potential	is	better
compared	to	the	rest	of	the	population.	

Genetic	potential	is
the	value	of	the
random	sample	of
alleles	passed	from
parents	to
offspring.	Value	of
genetic	sample	is
estimated	by	the
predicted	breeding
value.

Selection	of	parents	from	a
pool	of	candidates	is	only
possible,	if	there	is	variation	in
the	values	of	the	genetic
potential.	Without	any
variation,	all	the	values	of	the
genetic	potentials	would	be
the	same	for	all	animals,	and
hence	no	parents	could	be
selected.



density	plots	for	the	genetic	potential	of	two	traits

parents



Question:	How	to	quantify	the	variation	of	the	genetic	potential	of	all	animals	in	the
population	for	our	trait	of	interest?

At	the	moment:	Ignoring	the	possibility	of	collecing
genomic	information	for	animals	in	our	population

Genetic	Model:	

quantify	the	part	of	the	overall	variation
in	the	phenotypic	observation	caused
by	variation	in	g





Repeatability	dataset

Animal	ID

1
2
.
.
.

N

Measurement	1 Measurement	2 Measurement	3

Example:	Weight,	height,	lactations

y_{11} y_{12} y_{13}

y_{i,j}	:	measurement	j	of	animal	i

y_{N,1}

variation	of	measurement	of	the	same	trait	within	the
same	animal

variation	of	the	measurement	of	the	same	trait
between	across	different	animals





overall	mean,	E(y)

Assume:	Measurements	are	influenced	by
animal	i	and	by	other	factors,	
y_{i,j}	=	animal_i	+	e_{i,j}
where:	animal_i	stands	for	the	effect	of	the
value	of	y_{ij}	caused	by	animal	i

animal_i



Because,	effects	t_i	are	defined	as	deviations

measurement	errors	are	also	deviations

compute	the	total	variance



Model:	

Overall	variation:	



ANOVA-Table
Sum	of	Squares	

sum	over	all	squared	measurements	for	animal	i

Mean	Sum	of	Squares

Total	number	of	observations



Dataset

Animal Measurements

y_{11} y_{12} y_{13}1

Sum	of	Squares



In	R:	aov()

Estimate	of	the	residual	variance	component

Estimate	of	t-	variance	component





Dataset	for	sire	model

Animal	ID Sire Measurement	1 Measurement	2 Measurement	3

10
11
12
13
.
.
.
D

1
1
2
2
2
3
.
5

y_{1,10,1} y_{1,10,2}



Estimate	of	sire	variance In	cases	where	MSQ(e)	>	MSQ(s),	the
estimate	of	the	sire	variance	is	negative.
Because	variance	components	must	be
positive,	this	estimate	would	be	invalid



make	assumptions	about	the	distribution	of	the	observations.	Often,	it	is	assumed	that
observations	follow	a	normal	distribution

is	defined	as	the	conditional	density	of	the	obserfations	given	the
parameter

parameters	of	normal	distribution





fixed	effects	of	the
model

with	REML,	we	are	looking	at	the	likelihood	of	y	corrected	for	b
























